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Abstract—This is a draft version of the paper available here: based on inertia of large rotating machinery, but mgrsten
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber7520461  energy sources lack short-term inertia. They can createatri
This paper presents an adaptive Distribution System State -qnditions (for example, local power surplus), and thusiireg

Estimation (DSSE) which relies on a Cloud-based loT paradig. .
The methodology is adaptive in terms of the rate of executiof the adoption of proper countermeasures. As a consequence,

the estimation process which varies depending on the indians ~ Significant changes in DS operation are expected. Active
of the distributed measurement system. The system is compe,  Distribution Networks (ADNs) must be conceived, where the
in particular, of Phasor Measurement Units (PMUs). PMUs need for smarter monitoring systems, supporting safe tipara
are virtualized with respect to the physical devices and the 5f the network becomes more and more evident.

corresponding virtualizing modules run in the communication .
network edge (i.e. closer to the physical objects). PMUs arset Safe operation depends on the accurate knowledge of the

at a higher measurement rate, while the estimation processarks ~ €lectrical quantities in the grid [2]. Specific solutionsy the

at a given slower rate, for example once per second, in normal so called Distribution System State Estimation (DSSE), are
operative conditions. A local decision algorithm implemeted  required for DSs. Several DSSE techniques were presented in
in the virtualized module, monitors the measured quantities in the literature (see, for instance, [3]-[6]). It is worth imgtthat
order to detect and address possible unexpected dynamicsn | L .

particular, different metrics can be applied: the variations and the DS monitoring process is made complex not only because
the trend of variation of the rms voltage values, but also theRate  Of the scarcity of measurement devices but also due to the
Of Change Of Frequency (ROCOF) of the monitored signals can high number of nodes and the geographical extension of the
be used to trigger rate variation in the DSSE. In case dynam& npetworks in question. In this context, several challenges a

are detected, the measurement data is sent to the DSSE at high o e and new monitoring and management solutions are
rates and the estimation process runs consequently on a finéme . . )
scale. In the considered system only application level etis are '€quired. They can be summarized as follows:

located in the Cloud,thu_s a_lllowing to obtainaba_ndwidth-eficient « DSSE methodologies able to efficiently treat the high
and smart data transmission. The results obtained on a 13-lsi number of nodes of the DSs:

systems prove the goodness of the proposed methodologies. . ) . .
Index Terms—Distribution System State Estimation, Phasor ~ * Measurement devices providing a time tag stating the

Measurement Units, variable Reporting Rate, Internet of Things reference time of the measurement results;
« communication infrastructures tackling the problem of
efficiently collecting and coordinating the measurement
. INTRODUCTION results.

Typical Distribution Systems (DSs) are composed of a very As for the methodologies, all those recently proposed in the
high number of nodes, balanced and unbalanced lines and fé@rature are designed to efficiently face the estimati@cess
measurement devices for the monitoring of the quantitieis-of so that the computational time can be limited. Among them,
terest. The traditional topologies are open-loop (rareméig- in particular Multi Area SE (MASE) methods are intended
uration possibilities), with substantially radial or onkeakly to address the issue of the high number of nodes (see, for
meshed structures. Nevertheless, DSs are evolving towainiance, [7]).
more complex and dynamic architectures. In particular, theAs for the instrumentation, the Phasor Measurement Units
growing presence of Distributed Energy Resources (DER&PMUSs) are assuming a key role in protection and control sys-
including small-scale generators, often based on Renewatdms. They measure voltage and current synchronized ghasor
Energy Sources (RESSs), electric vehicles (EVs), and netwhigsynchrophasors), along with frequency and rate of chafige o
efficiency residential and commercial appliances is a atucfrequency (ROCOF), at a high reporting rate and with really
event in grids evolution [1]. high accuracy with respect to traditional supervisory oaint

The increasing quantities of DERs located throughout tlend data acquisition (SCADA) systems. The IEEE Standard
DSs are drivers and challenges for the distribution businefor PMUs was released in 2011 by means of two documents
However, for their own nature, most DERs work in a sulf8] and [9]. An amendment, released in 2014, [10], modifies
stantially unpredictable manner and may cause bi-direatio or suspends some of the performance requirements specified
power flows and voltage transient problems. Grid stability in [8]. These Standards aim to help in measuring dynamic



signals that can occur in power systems. Several algorithmformation has to be added to the measurements to make
have been proposed in the literature to address challengges the system observable. This prior information is commonly
to the difficulty of measuring such signals. In particularisi referred to as pseudo-measurements in power systems litera
possible to mention [11], presenting an algorithm thatvedlo ture. As aforementioned, several methods for the DSSE have
the requirements of both the performance classes intradudeen presented in the literature, mostly based on a weighted
in [9] to be met. least squares (WLSs) formulation. In particular, recemtlyew
New ADN operators’ requirements call for the modernbranch current DSSE (BC-DSSE) was proposed [6], proving
ization of the ICT infrastructure or the creation of a newhe same accuracy, but faster execution, as node voltage
one. It is now necessary to collect and to process hi@SSE (NV-DSSE). To achieve an accurate knowledge of the
volumes of data arriving from remote PMUs. Cloud-baseatktwork state, attention must be paid to the proper modeling
solutions can solve the non-trivial tasks related to steragf all the estimation problem elements. In addition, a dedhi
real-time computation and optimization of a large amountescription of the measurement model is needed [13] and
of data as that generated in complex distribution systems.gossible correlation existing in the measurements shoald b
this scenario, the Cloud ensures a reliable environmerit widuly considered [14].
massive computational and storage capabilities. Moredwver Fast procedures can be able to properly use the high rate
can elastically react to critical scenarios in which thechesf PMUs measurements. The full rate permits to have an
of resources for state estimation increases at a fast paes whp-to-date DSSE describing the dynamic of the system with
specific events take place, thus ensuring an appropriatamahe maximum resolution. This poses two main challenges.
of resources are dynamically set only in critical time ingds, First of all, great computation flexibility is necessaryncs
which is important from an economic point of view. Last buéstimations could pass from one every few seconds, as in
not least, the use of the loT-related concept of virtualimat SCADA systems, to one eve0ms. Secondly, sendingp,
on top of a cloud infrastructure boosts reusability of gegldle or more, measurement messages of at |gasbytes (only
data and is both evolution- and future-proof, since sens¢a dconsidering payload in simple PMU configurations) from a
are decoupled from the details of the physical objects thanéingle device could easily become an issue both for the

to the virtualization layer. communication and for the data storage, when economic and
The aforementioned challenges are open and intense Imggistic constraints are present.
search activities are expected. Recently, communicatibas- Nevertheless, in normal operating conditions, DSs usually

tructures for the DSSE of active networks have been propospeesent near-steady-state signals. For this reason anivedap
see for example [12]. However, at the distribution levek thestimation process can address the goal of efficiently monit
variations of the signals during the operation can be imprese network only in case of events.
sively rapid and significant. For this reason, an infragtrie )
able to support flexible and scalable information access iBa Phasor Measurement Units
critical challenge. In this context, the paper presentsveho The PMUs were introduced in the late 1980s. The last
adaptive DSSE architecture based on virtualized PMUs andwgrsion of the Standard was released in December 2011,
Cloud-based IoT platform. The architecture is able to atlapt presenting two parts: the C37.118-1 [8], dealing with tha-ph
rate of the DSSE according to the decisions taken by propeslyr estimation processes, and the C37.118-2 [9] dealing wit
distributed monitoring points. Several metrics can be igppl the communications protocol. The Standard [8] defines two
to detect possible dynamics in the locally measured sighats performance classes, P and M, for protection and monitering
the underlying concepts appear to be attractive for a coatia oriented applications, respectively. The P-class is ohenfor
monitoring of the network status that is also bandwidthirsgv applications requiring fast measurement response tinges-es
and computationally efficient. The validation of the meth®d cially protections in power system, while the M-class skloul
performed on a small test system. In the following, the oVerde considered for the case where measurement accuracy is
procedure is described and the results obtained on a 13-8usdd crucial importance. A standard compliant PMU should
are presented and discussed. meet all the requirements at least for one class. The main
differences between the two performance classes are the tes
conditions for steady state performance and the requiresnen
A. Distribution System state Estimation for dynamic performance, especially as far as frequency and
DSSE is in charge of estimating the state of the network, ROCOF estimation are concerned.
terms of node voltages or branch currents, starting fronwa fe The Standard [9] introduces a method for real-time ex-
heterogeneous instruments, which measure several eddctrchange of synchronized phasor measurement data between
guantities with different accuracies and reporting raldse power system equipment. A messaging protocol that can
aim is to obtain a reliable picture of the network status dme used with any suitable communication protocol for real-
that the grid can be safely operated, because the accuracyirn® communication between PMU, phasor data concentrators
the measurement results is decisive for downstream desisiaqPDC), and other applications is introduced. All the data
However, due to the lack of a sufficient number of measurprovided by PMUs must be aligned by the PDC by means of
ment devices on the field, knowledge obtained from a pridtie time-tag included in the measures, to create a cowalati

II. BACKGROUND



between measures made in the same time but from differenntext in order to take relevant decisions and act upon the

measurement points of the network. The collected data canvdgual objects. Moreover, it enhances existing functidres

stored for future analysis or used for real time application in the IoT promoting the creation of new addressing schemes,

the latter case, the performance in terms of the latencylaand timproving the objects mobility management efficiency, a#i we

bandwidth of the communication network are not negligiblas addressing accounting and authentication issues.

The Standard [9] shows an example of the hierarchy in theln addition, loT platforms are more and more deployed in

synchrophasor network where the PMUs are connected tothe cloud, as this approach allows for improving reliatilit

local PDC, generally near or in the substation and the datesh up of services, always on availability, elastic prsices

are aggregated and sent to a next level of the data collectemmd memory resource provisioning. These features combined

network as a corporate PDC or super PDC [15] to aggregatéh the previously mentioned ones, make the virtualizatio

data across the utilities. and cloud computing the vital technologies for the future
Required PMU reporting rates argd, 25, 50 frames/s for loT solutions. In this paper, an IoT platform, namely Lysis

50 Hz systems. The actual rate shall be user selectable. Suplottp:/developers.lysis-iot.com/), has been impleradntol-

for other reporting modes is permissible, and higher raiek s lowing the mentioned principles [16].

as100 or 120 frames/s and rates lower than 10 frames/s (such

as 1 frame/s) are encouraged by the Standard. A proper use

of such different reporting rates can significantly impralre

IIl. ADAPTIVE DISTRIBUTION SYSTEM STATE
ESTIMATION ARCHITECTURE

efficiency of the monitoring process. This paper presents an adaptive DSSE that is loT based
(the architecture scheme is in Fig.1). Close to the physical
C. Cloud IoT systems measurement devices, proper Virtual Objects (VOs) hava bee

The loT paradigm has been evolving towards the creatiésigned. A VO is defined as an entity that virtualizes device
of a cyber-physical world where everything can be foungapabilities, so that any application can access or request
activated, probed, interconnected, and updated, so that #f resources and functionalities in a reusable way, withou

possible interaction, both virtual and/or physical, caketa knowing about the means (communications protocols and
place. hardware primitives) that are needed to physically reaah an

retrieve information from the physical object.

In [9] the commands, for the data collector, to control the
streams of data provided by PMUs are defined. However, the
functionalities are limited to enable and disable the ramét
stream. In this paper, the possibility to change the ratéef t
reporting of the measurements, between VO and the Cloud, is
designed in order to save the bandwidth of the network while
using the high reporting rate provided by the PMU only when
iS necessary.

A distributed logic has been applied so that the DS mon-
itoring can be adapted to possible events in the operating
conditions. The monitoring reporting rate must increasenvh
a dynamic in the DS is detected, whereas the rate must
VO o Vo PMU-j VO 4cr, decrease when the event has lapsed.

pub
MQTT
Broker

A. Virtualized PMUs
The considered measurement system is constituted PMUs

PMU ; PMU ; Actuator (real PMU prototypes are exploited). PMU measurements are
sent with a GPS-synchronized timestamp to corresponding
Fig. 1. Monitoring System Overview VOs, which are virtual containers implemented at the edge

of the communication network. In our case, physical objects
A crucial concept in this paradigm is the virtual objectreate a socket with the VO and send measured data according

(VO), which is the digital counterpart of any real entityto [9]. VOs are able to communicate with the Cloud at a given
in the IoT. It has now become a major component of tHeeporting Rate RR) and report only necessary information
current 10T platforms, supporting the discovery and mash wging REST APIs and the JSON format, thus abstracting from
of services, fostering the creation of complex applicationthe PMU standard. Communications can either take place in
improving the objects energy management efficiency, as wéllET or PUSH mode, which means that data can either
as addressing heterogeneity and scalability issues. dhddee asked to the VO with a HTTP GET query or be sent
virtualization has the ability to: make heterogeneous abje automatically to a given location through HTTP POSTSs. In
interoperable through the use of semantic descriptiorahlen the latter case, an appropriate trigger is set in the VO. i th
them to acquire, analyse and interpret information abaeit th paper, on the basis of the specific characteristics of theEDSS



application considered, the focus will be on the case of @ifferent measurement flows. As a consequence, a higher VO

automatic HTTP POST. rate triggers a higher DSSE update rate, thus allowing to
As to the creation and deployment of the VOs, Lysi®ollow more accurately a faster event, even at nodes that are

platform approach, hosted in the Cloud, is followed [16]. Ihot directly monitored.

contains various VO templates each corresponding to afgpeci In this paper, the DSSE is performed using the fast branch-

physical device. In our specific case, a number of templates aurrent state technique presented in [6], exploiting thme i

present corresponding to different physical PMUs (e.g. BMlgarization of power injection pseudo-measurements toirobta

using different protocols such as IEEE 1344-95, IEEE C.3&- constant Gain matrix in WLS computation. Nevertheless,

118-2005, IEEE C.37-118.2-2011), since a different abstrét is worth noting that the adaptive architecture can be used

tion layer with the physical object is needed. Once the righdr different estimation methodologies, without significa

interface is selected and the address of the VO locationdsferences.

given, the template is deployed in order to enable communi-

cation of the PMU with the applications implemented in the IV. TESTS ANDRESULTS

Cloud. This procedure, ensures_the correctn(_ess of the D sef,  Test System

and automates the procedure linked to the installation wf ne ] . )

PMUs in the distribution network. It is important to higtig "€ electric system used in the tests is composed by a

that the VOs are processes running at the communicatiynPle of a DS derived from the IEEE 13-bus (Fig.2). The
network edge, so as to be close to the physical device. IEEE 13 bus radial distribution test feeder [18] was propose
as a benchmark for the analysis of harmonic propagation

B. Local process points in unbalanced networks. For the purposes of this study, the

Each PMU sends its measurements to the correspond?ﬂ@omgy and the loads of this network were considered as a

VO, which is a sort of gateway with context-awareness capiarting point to design a simplified test network suitate f
bilities working as a protocol adapter and receiving datngv the Proposed architecture. In particular, the grid usedfer
20ms, that is at the maximum reporting rate suggested by [#St IS, for the sake of simplicity, a totally balanced vensi
Thanks to context-awareness capabilities, VOs can perfo the IEEE 13 bus. In addition, a distributed generator was
proper processing in order to extract information on theestsf0llocated on the network, at the node 34, so that presence of
of the part of DS which is directly measured. In particulaPER can be taken into account.

the VO is able to adapt its output reporting rate towards the

application, following a fixed policy for all the VOs in the e e
network (but easily reconfigurable also on a per-VO basis). Tark
For the aim of this paper (as an example of detection
methods of immediate understanding) the VO rate can be @ @
changed according to the monitoring of the following mestric Y_MN —
with respect to given thresholds: <0 31 32 71 ol 150
« the variation of RMS voltages between two consecutive N BRI
input measurements (PMU measurements),
« the variation of RMS voltages between two consecutive e @ e
output measurements (VO measuremerts),
« the ROCOF value for each input measurement, @ e

Each of them can be used to command both the increase of
the estimation rate and the decrease, according to thesdesir

==t Fig. 2. Test system
monltorlng process.

C. Adaptive DSSE rate The implementation of the network was carried Qut with
o ) the PSCAD/EMTDC software [19], a well known design and

The DSSE application is performed in the cloud at thgmyjation tool to model power systems, acting as a graphica
application level using the measurements received, at varyingser interface to the EMTDC simulation engine. The tool

reporting rate, from the different VOs. By default, the autp allowed the simulation of different events and dynamics, at

rate of the VO (and thus of the DSSE) follows a low reporting;tferent locations.

rate. The measurements (with the corresponding timeslamps

originated by the PMUs can, depending on the locally detectg. Monitoring System

events, reach the DSSE at different rates (i(g.25, 10 and1 - .
. S For a realistic measurement scenario, two PMUs were

frames/s). For this reason, the DSSE function is performeP . : .

coordinating them at the highest reporting rate among t eaced in two points of common coupling of the network. In

particular, phasor voltages at nodes 31 and 71 are measured
1With application level, we refer to the highest level of aiT larchitecture  @Nd the synchrophasors are computed, along with frequencie

as described in [17] and ROCOFs.



Each PMU prototype is implemented using the real-time In the considered scenario, the state estimation, whosglspe
embedded controller NI-cRIO (Fig.3). The system is a recois changed when certain events are triggered on a node, can
figurable device and, in the adopted configuration, is comgose compared with the DSSE outputs at a fixed rate, that is
by a real-time controller NI-9024, a Field ProgrammablegGathe most simple case, relying on simple and constant PMU
Array (FPGA) module embedded in a chassis NI-9113, a Nbnfiguration.

9215 16-Bit Simultaneous Analog Input Module, and a time

synchronization module NI-9467. The time synchronizatioch: Results

module is a GPS receiver that offers an accurate time sourcen order to test the dynamics of the measurement system,

(accuracy+ 100 ns) to synchronize the embedded clock gfeveral events have been generated and measured on the

the FPGA module and to provide the Coordinated Universaétwork.

Time (UTC) to the real time controller. For this reason, In particular, for the sake of simplicity, the results comee

every sample acquired by the PMU can be tagged directiyy some possible operations on two loads are reported. The

at FPGA level with the UTC timestamp while the real-timevents are triggered in given moments of the operation of the

controller is in charge of higher level phasor, frequency ametwork:

ROCOF computations, and of the data frame encapsulation, praaker at node 75 opens HL5s and closes aI5.5s;

and transmission. « breaker at node 150 opens&®s and closes at7.6s.

_ Meanwhile PMUs are continuously monitoring, measure-

FPGASFIFOR. o oy | ments are collected by the corresponding VOs and then VOs
: check the aforementioned metrics. Each VO is expected to

detect variations that affects the monitored voltage.

; TCP/IP
communication

1
*x VO measurements
_ DSSE at RR=50
S o5 * Adaptive DSSE
&
RT Controller DAQ (. g
NI-9024 NI-9215 NI-9467 g 0.9
E .
Fig. 3. PMU Prototype. 0
E 0.85
The PMUs are configured to run the fast P-class estimati
algorithm proposed in [20] at 50 frames/s. P-class algorith
has been chosen because it is faster to react to dynal 0.8, 5 10 15 20
conditions and because its accuracy and latency charstatsri time [s]

do not change with reporting rate.

For the aim of this paper, two PMU prototypes, synchrasig. 4. RMS voltage estimation for node 71 evaluated with pive DSSE.
nized by means of GPS, are modified to compute synchrogig, 4 shows, for instance, the results obtained at node 71.
nized measurements on the pre-stored test signals obtyneqrhe adaptive DSSE results are indicated by red dots. The
PSCAD simulations and corrupted by a level of nois€®B, measurements sent by the VO are represented by green “x*
corresponding to a possible noise level of the data actanisit 5nq the DSSE results at the constant reporting Rifie= 50

stage. _ _ frames/s are also reported to serve as comparison. Forkhe sa
~ The computed synchrophasors are sent in real-time followt ¢jarity, a continuous blue line is used to connect the thin
ing the IEEE C37.118.2 message format. _ grid points obtained on the 20 ms resolution scale.
As example of decision-making process at each input mea-the actual reporting rate clearly follows the dynamic of the
surement message, the VO checks: RMS voltage and the VO correctly detects the fast transient
o if a>2%; (a breaker opened), thus triggering the DSSE to take fraquen
o if 8>2% snapshots of the network status, only when a interesting
o if v>5Hz/s phenomenon is under investigation. Furthermore, the djggam

to decide whether to increase the output rate to the maximuiue to the other breaker operating on the other load and the
rate, i.e.RR = 50 frames/s. Furthermore, the VO monitors ifreclosing of the breaker are correctly identified.

B drops below0.1 % to slow down theRR progressively, and  Fig. 5 reports the results of the DSSE in terms of the
with a given inertia, ta25, 10, 1 frames/s. A PMU, in general, RMS voltage estimation at node 150 (that is not directly
is characterized by its measurement accuracies in presgncenonitored) when both the maximuRR given by PMUs and
steady-state and dynamic conditions and this is the reabgn vthe Adaptive DSSE are used. The disconnection of the load
different thresholds have been used foR variations, keeping leads to an increase of node voltage amplitude: the DSSE
into account the device accuracies. promptly reacts to such event and is able to follow the dyeami



i DSSE at RR=50 [7] C. Muscas, M. Pau, P. A. Pegoraro, S. Sulis, F. Ponci, anténti,
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Fig. 5. RMS voltage estimation for node 150 evaluated witlagttve DSSE.

and to the variable DSSE reporting rate. infrastructure for real-time state estimation of activetdbution net-
P 9 works,” IEEE Trans. Smart Gridvol. 6, no. 4, pp. 2134-2146, Jul.
V. CONCLUSIONS 2015.
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measurement system. The major features are: the virttializa ~ estimation/IEEE Trans. Instrum. Measvol. 63, no. 12, pp. 2813-2823,
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